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Overview

• Electron bunch 𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠) to COTR 𝐶(𝑖, 𝑗, 𝜆0)

𝐶 𝑖, 𝑗, 𝜆0 = ෠ℛ 𝜌 𝑥𝑠, 𝑦𝑠, 𝑧𝑠

Predicted COTR

Initial 
𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠)

Observed COTR

Loss function

Update 𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠)

< threshold?
Solution 𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠)

Optimizer (i. e. genetic algorithm, differential 
evolution, gradient descent, neural network)

෍

𝑖,𝑗

𝐶𝑝 𝑖, 𝑗, 𝜆0 − 𝐶0 𝑖, 𝑗, 𝜆0

2
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Description of  𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠) 

• 3D space: 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 (10µm × 10µm × 1µm)

• Grids uniformly distributed in this space (30 × 30 × 30 = 27k)

• Each grid has certain number of electrons, 5.4e9 in total (865pC)

Synthetic COTR

400nm 450nm 500nm 630nm 680nm 700nm 750nm 800nm

10 µm

Task: Find a parameter set (grid charge) 

that minimizes the lost function 
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GD-based reconstruction from uniform  𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠) 

Target loss: difference of pixel <10%

~8 min

Experimental 
COTR

Reconstructed 
COTR by GD

We start with quasi-uniformly distributed electron bunches!
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Target loss: difference of pixel <10%

~22 min

Experimental 
COTR

Reconstructed 
COTR by GD

We start with Gaussian distributed electron bunches!

GD-based reconstruction from Gaussian  𝜌(𝑥𝑠, 𝑦𝑠, 𝑧𝑠) 
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Uniqueness discussion on GD

We start with quasi-uniformly distributed electron bunches!

Solution 1

Solution 2

Solution 3
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Uniqueness discussion on GD

We start with Gaussian distributed electron bunches!

Solution 1

Solution 2

Solution 3
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GNN-based reconstruction

Universal function approximator

Noise
(array of 50 random numbers 

between 0 to 1)

Generative Neural Network

Grid charge 
(array of 27k numbers)

• Rather than directly tune the grid charge 

in the GD method, here we tune the 

parameters of NN.

• Parameters of NN: Weights, Biases, 

# of layers, # of neurons per layer, 

activation function, et al.

• For the case here, we have 

~200k parameters of the NN.
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GNN-based reconstruction
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GNN-based reconstruction

Initial electron bunches from random noise  & initialized GNN

Synthetic 
COTR
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GNN-based reconstruction

Experimental 
COTR

Reconstructed 
COTR by GNN

Target loss: difference of pixel <10%

~8 min
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Uniqueness discussion on GNN from seed (71)

Solution 1

Solution 2

Solution 3
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Uniqueness discussion on GNN from seed (51)

Solution 1

Solution 2

Solution 3
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Experimental COTR

Reconstructed COTR by 
Gradient Descent

Reconstructed COTR by 
Generative Neural Network

Robustness of GD & GNN, shot 228
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Robustness of GD & GNN, shot 237

Experimental COTR

Reconstructed COTR by 
Gradient Descent

Reconstructed COTR by 
Generative Neural Network



17

Robustness of GD & GNN, shot 526

Experimental COTR

Reconstructed COTR by 
Gradient Descent

Reconstructed COTR by 
Generative Neural Network
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Conclusion & Discussion

1. Why loss stuck at a certain level? Model, initial condition, fine-tuned parameters

2. Other ways to describe electron bunches

3. Other use of NN: reduction of parameters, Physics-informed NN, 

4. dataset generation

5. Initial parameters of electron bunches

6. Physically-reasonable converged electron bunches

7. Combination with prior knowledge of electron bunches, i.e. z- distribution  

1. In both methods, same seed leads to same reconstructed electron bunches; but 

different seeds lead to different reconstructed electron bunches.

2. Our methods show robustness on multiple shots.

3. Two-wavelength-figures don’t match well in all situations.

Conclusion

Discussion
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